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Abstract Theoretic-information measures of the Shan-

non type are employed to describe the course of the sim-

plest hydrogen abstraction and the identity SN2 exchange

chemical reactions. For these elementary chemical pro-

cesses, the transition state is detected and the bond

breaking/forming regions are revealed. A plausibility

argument of the former is provided and verified numeri-

cally. It is shown that the information entropy profiles

posses much more chemically meaningful structure than

the profile of the total energy for these chemical reactions.

Our results support the concept of a continuum of transient

of Zewail and Polanyi for the transition state rather than a

single state, which is also in agreement with reaction force

analyses. This is performed by following the intrinsic

reaction coordinate (IRC) path calculated at the MP2 level

of theory from which Shannon entropies in position and

momentum spaces at the QCISD(T)/6-311??G(3df,2p)

level are determined. Several selected descriptors of the

density are utilized to support the observations, such as the

molecular electrostatic potential, the hardness, the dipole

moment along with geometrical parameters.

Keywords Reaction mechanisms � Chemical reaction �
Information theory � Ab initio calculations

1 Introduction

The prediction, from first principles, of the structure and

energetics of molecules when exerting physical changes,

such as dissociations or chemical reactions, constitutes a

major activity of theoretical/computational chemistry. Such

an endeavor has not been an easy one though, involving

several research areas which have provided solid grounds

and fertile soil for theories and models that have pervaded

over the years in ongoing research efforts that have been

thoroughly discussed in the literature [1]. We will review

here some of the conditions that have brought up the need

of characterizing chemical processes in terms of physical

phenomena, such as charge depletion/accumulation, bond

breaking/forming, path reaction-following etc.

In an attempt to understand the stereochemical course of

chemical reactions, calculations of potential energy sur-

faces have been carried out extensively at various levels of

sophistication [2]. Within the broad scope of these inves-

tigations, particular interest has been focused on extracting

information about the stationary points of the energy sur-

face. Considering the Born–Oppenheimer approximation,

minima on the N-dimensional potential energy surface for

the nuclei can be identified with the classical picture of

equilibrium structures of molecules and saddle points can

be related to transition states and reaction rates. Since the

formulation of transition-state (TS) theory [3, 4], a great

effort has been devoted to developing models for
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characterizing the TS, which is assumed to govern the

height of a chemical reaction barrier, so that any insights

into the nature of the TS are likely to provide deeper

understanding of the chemical reactivity. Computational

quantum chemistry has sidestepped the inherent problems

by managing rigorous mathematical definitions of ‘‘critical

points’’ on a potential energy hypersurface, and thence

assigned to equilibrium complexes or transition states.

Within this approach, minima and saddle points have been

fully characterized through the first and second derivatives

of the energy (gradient and Hessian) over the nuclei posi-

tions. That is, if there is more than one minimum on a

contiguous energy surface, a family of paths can be

obtained that connect one minimum to the other and if the

highest energy point on each path is considered, the TS can

be defined then as the lowest of these maxima along the

reaction path, and a minimum for all displacements per-

pendicular to that path, i.e., a first-order saddle point. The

eigenvector corresponding to the single negative eigen-

value of this critical point is the transition vector. It is so

that the steepest-descent path from the saddle point to

either of the two minima (reactants or products) follows

this vector. Since the minima and the transition state are

well-defined points on the energy surface, it is possible to

define a unique reaction path, though it would depend on

the particular choice of the coordinate system. This prob-

lem was solved by defining an intrinsic reaction path

independent of the coordinate system by appealing to

classical mechanics in which the motion equations are the

simplest in mass-weighted Cartesian coordinates [5]. Then

an intrinsic reaction coordinate (IRC) can be defined as the

path traced by a classical particle moving with infinitesimal

velocity from a saddle point down to the minima and the

IRC is unique in virtue of the classical equations of motion

which should be the same in any coordinate system. In

mass-weighted coordinates the IRC and the steepest-des-

cent path are the same. Several computational techniques

which calculate energy gradients and Hessians have been

developed to follow such reaction paths [6–15].

Notwithstanding that critical points of the energy sur-

face are useful mathematical features for analyzing the

reaction-path, their chemical and physical meaning

remains uncertain [16]. Chemical concepts, such as the

reaction rate and the reaction barrier have been thoroughly

studied and yet, the pursuit for understanding the TS

structure represents a challenge of physical organic

chemistry. The many efforts to achieve the latter have

produced chemically useful descriptions of the TS, such as

the one provided by Hammond and Leffler [17, 18].

Hammond postulated that two points on a reaction profile

that are of similar energy will also be of similar structure.

This allowed predictions regarding the structure of the

transition state to be made in highly exothermic and

endothermic reactions. Leffler generalized the idea to the

entire range of reaction exothermicities by considering the

TS as a hybrid of reactants and products, the character of

which is intermediate between these two extremes. These

ideas remain as a very practical tool for analyzing chemical

reactions now referred to as the Hammond–Leffler postu-

late which generally states that the properties of the TS are

intermediate between reactant and product and are related

to the position of the TS along the reaction coordinate.

In the search for providing with a more intuitive quan-

tum chemical basis of the mathematical saddle point (TS),

Shaik [19] developed a general model for the TS of a

chemical reaction based on the valence-bond theory (VB)

through the avoided crossing state (ACS) or the perfectly

resonating state (PRS) of the VB configurations that

describe a chemical transformation [20, 21]. The PRS is

typified by a pairwise resonance (or avoided crossing)

between two of the principal valence bond structures which

describe the electronic structure of the reaction complexes

which intend to describe the TS. While it is true that this

approach provides a significantly less rigorous description

of the TS, it does enable predictions about TS structure and

chemical reactivity to be made. The advantage resides in

that the ACS possesses a wave function that is prescribed

by the PRS and it is explicit in terms of the participating

VB configurations to approximate the TS. The model of

Shaik et al. [22–25] has been applied to many areas of

chemistry to explain reaction barriers and chemical reac-

tivity. Considering that the TS is a species which varies,

geometrically and electronically, in a continuous manner

among the well-defined structures of reactants, products,

and potential intermediates, it would then be important to

obtain more chemically meaningful information about the

process in the vicinity of the TS, where the ion-complex

species involved in the chemical reaction exert physically

important phenomena, such as bond breaking/forming and/

or charge depletion/accumulation. This information would

be of great value too in assessing whether the ACS/PRS is

located on the reaction profile which descends from the

saddle point along the reaction vector and in assisting in the

locating/designing of PRSs which may enable to trace on

the pathways of the chemically meaningful potential

hypersurface.

Notwithstanding the apparent success of the ACS–VB

model, for some nucleophilic addition reactions of the SN2

type wherein Hammond–Leffler effects are more pro-

nounced, the TSs exhibit charge distribution patterns which

suggest a significant dissimilarity between the TSs and the

ACSs [26]. It has been argued [27] that, for these type of

nucleophilic reactions, the correlation between the energy

barriers and the TS depends on two reactivity features: high

energy barriers associated with TSs which are close to their

dissociation limits (stretching or ‘‘looseness’’ of the bond
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being broken), and on the deformations that are required to

carry the ground-state molecules to the TS which affect the

reaction barriers, i.e., looseness depends on bond distortion

effects dominated by the height of the barriers and on the

electron density depletion effects which are dominated by

the stability of the ions. Since the representation of the VB

diagram focusses on the ‘active bonds’, those that are being

broken or made during the reaction, it would be relevant to

have more information in those specific regions, where the

molecular density suffers accumulation/depletion effects

and bond is breaking/forming, regions which are not spe-

cifically provided by the stationary points of the energy

hypersurface.

Moreover, the ab initio G2 results of Glukhovtsev et al.

[28, 29] for identity and non-identity SN2 reactions have

found their data to be in agreement with the Leffler–

Hammond postulate in that there is a correlation between

the geometrical asymmetry of the transition state and the

reaction exothermicity. This has also been found earlier by

Wolfe et al. [30]. On the other hand, Glukhovtsev et al.

found excellent correlation between the charge asymmetry

(QX - QY, where Q is the MP2 natural charge either for X

or Y) and the geometrical asymmetry [28]. Whether there

also is a correlation between the degree of charge deve-

lopment on the nucleophile/nucleofuge (entering/leaving

species), and reaction exothermicity or geometrical tran-

sition state asymmetry has been the subject of some con-

troversy in the literature. Shaik et al. [30] have suggested

that the ACS/PRS is characterized by having equal weights

of the reactant and product ion-complex structures. This

model was criticized by Shi and Boyd [31] on the grounds

that the entering and leaving groups have identical charges

in the ACS/PRS for any exothermicity of the reaction, and

it was argued that this was at odds with the Leffler–Ham-

mond postulate prediction of early/late transition states

being reactant/product-like. However, Shaik et al. [32–35]

have shown that the ACS/PRS and transition state lie very

close both geometrically as well as energetically, and have

argued that there is no necessarily simple linkage between

transition state geometry and charge. It appears that further

investigations are necessary in order to clarify this issue,

and once again the necessity of having more information

about the charge development and the earliness/lateness of

the transition structure is evident in order to estimate any

possible correlations.

With the advent of femtosecond time-resolved methods

the aforementioned theories have turned out to be more

relevant at the present time. Since the seminal studies of

Zewail et al. [36, 37], femto-chemistry techniques have

been applied to chemical reactions ranging in complexity

from bond-breaking in diatomic molecules to dynamics in

larger organic and biological molecules, providing new

insights into the understanding of fundamental chemical

processes, on Zewail’s words: ‘‘chemistry on the femto-

second time scale, can be defined as the field of chemical

dynamics concerned with the very act of breaking or

making a chemical bond. On this time scale the molecular

dynamics are ‘‘frozen out’’, and thus one should be able to

observe the complete evolution of the chemical event,

starting from time zero, passing through transition states,

and ultimately forming products’’. Although most femto-

chemistry studies deal with excited-state processes,

ground-state processes have been studied as well. One of

the most promising techniques, the anion photodetachment

spectra [38], has made possible the direct observation of

transition states. The femto-time scale is perhaps the ulti-

mate frontier as far as chemistry is concerned, experiments

at this level being ultimately limited by the fundamental

laws of quantum mechanics through the Heisenberg prin-

ciple. In order to explain the experimental results of the

femto-techniques it will be necessary to complement the

existing chemical reactivity theories with electronic density

descriptors of the events taking place in the vicinity of the

transition-state region, where the chemical bonds are

actually being formed or destroyed.

In connection with the above, there are a number of

studies in the literature which have employed a variety of

descriptors to study either the TS structure or to follow the

course of the chemical reaction path. For instance, Shi and

Boyd [39] performed a systematic analysis of model SN2

reactions in order to study the TS charge distribution in

connection with the Hammond–Leffler postulate. Bader

et al. developed a theory of reactivity based solely on the

properties of the charge density by employing the proper-

ties of the Laplacian of the density so as to align the local

charge concentrations with regions of charge depletion of

the reactants. This was achieved by mixing in the lowest

energy excited state of the combined system to produce a

relaxed charge distribution corresponding to the transition

density [40]. By studying the time evolution of a bimo-

lecular exchange reaction Balakrishnan et al. [41] showed

that information-theoretic entropies in dual or phase space

rose to a maximum in a dynamical study. Following the

course of two elementary SN2 reactions, Ho et al. [42]

showed that theoretic-information measures were able to

reveal geometrical changes of the density which were not

present in the energy profile, although the transition states

were not apparent from the study. In an attempt to build a

density-based theory of chemical reactivity, Knoerr et al.

[43] reported correlations between features of the quantum

mechanically determined charge density and the energy-

based measures of Shaik et al. [44] to describe the charge

transfer, stability and charge localization accompanying an

SN2 reaction. Moreover, Tachibana [45] was able to visua-

lize the formation of a chemical bond of selected model

reactions by using the kinetic energy density nT(r) to
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identify the intrinsic shape of the reactants, the TS and the

reaction products along the course of the IRC, hence

realizing Coulson’s conjecture [46] in that the physical

meaning of the probability density might be related with

the energy density. The reaction force of a system’s

potential energy along the reaction coordinate has been

employed to characterize changes in the structural and/or

electronic properties in chemical reactions [47–50]. The

Kullback–Leibler information deficiency has been evalu-

ated along molecular internal rotational or vibrational

coordinates and along the intrinsic reaction coordinate for

several SN2 reactions [51].

Notwithstanding that there has been a great interest in

the last 20 years in applying information theory (IT)

measures to the electronic structure of atoms and mole-

cules [52–73], it has not been clearly assessed whether

theoretic-information measures are good descriptors for

characterizing chemical reaction parameters, i.e., the

stationary points of the IRC path (the TS and the equi-

librium geometries of the complex species) and the bond

breaking/forming regions. The purpose of the present

study is to perform a phenomenological description of

two selected elementary chemical reactions by following

their IRC paths with the purpose of analyzing the

behavior of the densities in position and momentum

spaces at the vicinity of the TS and also at the regions of

bond forming/breaking that are not visible in the energy

profile by use of the Shannon entropies in conjugated

spaces. In order to witness the density changes exerted

by the molecular structures and link them with the

theoretic-information quantities during the chemical pro-

cesses, we will employ several charge density descrip-

tors, such as the molecular electrostatic potential (MEP)

and some reactivity parameters of density functional

theory (DFT), the hardness and the softness. The chemical

probes under study are the simplest hydrogen abstraction

reaction H� þ H2 ! H2 þ H� and the identity SN2 reac-

tion H� þ CH4 ! CH4 þ H�.

2 Theoretical methods

The central quantities under study are the Shannon entro-

pies in position and momentum spaces [74]:

Sr ¼ �
Z

qðrÞ lnqðrÞd3r ð1Þ

Sp ¼ �
Z

cðpÞ lncðpÞd3p ð2Þ

where q(r) and c(p) denote the molecular electron density

distributions in the position and momentum spaces,

respectively, each normalized to unity. The Shannon

entropy in position space Sr constitutes a measure of

delocalization or lack of structure of the electronic density

in the position space and hence Sr is maximal when

knowledge of q(r) is minimal and becomes delocalized.

The Shannon entropy in momentum space Sp is largest for

systems with electrons of higher speed (delocalized c(p))

and is smaller for relaxed systems, where kinetic energy is

low. Entropy in momentum space Sp is closely related to

Sr by the uncertainty relation of Bialynicki-Birula and

Mycielski [75], which shows that the entropy sum

ST = Sr ? Sp, is a balanced measure and cannot decrease

arbitrarily. For one-electron atomic systems it may be

interpreted as that localization of the electron’s position

results in an increase of the kinetic energy and a delocali-

zation of the momentum density, and conversely.

In connection with the behavior of the Shannon entro-

pies discussed above, we expect a simple theoretic-infor-

mation description of the TS in terms of localized/

delocalized distributions. Considering that there is no

variational principle for any quantum–mechanical property

other than the energy, deriving a direct relation between the

TS and the Shannon entropies as functionals of the electron

densities seems not practical and surely beyond the scope

of the present work. Instead, we present with a plausible

physical argument to link both quantities: on mathematical

grounds the TS represents a first-order saddle point con-

necting two minima in a topological sense, and physically

it represents a maximum in the ‘‘potential energy’’ surface

(PES) within the space of all possible nuclear configura-

tions corresponding to the energetically easiest passage

from reactants to products constrained to the Born–

Oppenheimer approximation. In this sense, TS structure

posses (locally) the highest potential energy among all

possible chemical structures in that path at the expense of a

minimum kinetic energy. Since the transition state theory

[3, 4] is essentially based on the assumption that atomic

nuclei behave according to classic mechanics, the pre-

sumption for the TS being represented by a chemical

structure with a minimum kinetic energy which corre-

sponds with a highly localized momentum density (locally)

seems justified. Simultaneously, the TS will require a

highly delocalized density in position space for the

uncertainty principle to be satisfied. In this sense the

Shannon entropies, as logarithmic descriptors of the elec-

tron density distributions in the combined phase space

(normalized to unity), would correspond to extrema on the

entropy profile at the vicinity of the TS, provided that the

densities are adequately well represented in the chemical

space.

The MEP represents the molecular potential energy of a

proton at a particular location near a molecule [76], say at

nucleus A. Then the electrostatic potential, VA, is defined as
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VA ¼
oEmolecule

oZA

� �
N;ZB 6¼A

¼
X
B 6¼A

ZB

RB � RAj j �
Z

qðrÞdr

r� RAj j0

ð3Þ

where q(r) is the molecular electron density and ZA is the

nuclear charge of atom A, located at RA. Generally

speaking, negative electrostatic potential corresponds to an

attraction of the proton by the concentrated electron density

in the molecules from lone pairs, pi-bonds, etc. (coloured

in shades of red in standard contour diagrams). Positive

electrostatic potential corresponds to repulsion of the pro-

ton by the atomic nuclei in regions where low electron

density exists and the nuclear charge is incompletely

shielded (coloured in shades of blue in standard contour

diagrams).

We have also evaluated some reactivity parameters that

may be useful to analyze the chemical reactivity of the

processes. Parr and Pearson, proposed a quantitative defi-

nition of hardness (g) within conceptual DFT [77–78]:

g ¼ 1

2S
¼ 1

2

ol
oN

� �
v rð Þ

ð4Þ

where l ¼ oE
oN

� �
v rð Þ is the electronic chemical potential of

an N electron system in the presence of an external

potential v(r), E is the total energy and ‘‘S’’ is called the

softness within the context of DFT. Using finite difference

approximation, Eq. 3 would be

g ¼ 1

2S
� ENþ1 � 2EN þ EN�1ð Þ

2
¼ ðI � AÞ

2
ð5Þ

where EN, EN-1 and EN?1 are the energies of the neutral,

cationic and anionic systems; and I and A, are the

ionization potential (IP) and electron affinity (EA),

respectively. Applying Koopmans’ theorem [79–80],

Eq. 4 can be written as:

g ¼ 1

2S
� eLUMO � eHOMO

2
ð6Þ

where e denotes the frontier molecular orbital energies. In

general terms, hardness and softness are good descriptors

of chemical reactivity, the former measures the global

stability of the molecule (larger values of g means less

reactive molecules), whereas the S index quantifies the

polarizability of the molecule [81–84], thus soft molecules

are more polarizable and possess predisposition to acquire

additional electronic charge [85]. The chemical hardness

‘‘g’’ is a central quantity for use in the study of reactivity

and stability, through the hard and soft acids and bases

principle [86–88]. However, in many cases, the

experimental electron affinity is negative rather than

positive, as such systems pose a fundamental problem;

the anion is unstable with respect to electron loss and

cannot be described by a standard DFT ground-state total

energy calculation. To circumvent this limitation, Tozer

and De Proft [89] have introduced an approximate method

to compute this quantity, requiring only the calculation of

the neutral and cationic systems which does not explicitly

involve the electron affinity:

g ¼ eLUMO � eHOMO

2
þ eHOMO þ I ð7Þ

where I is obtained from total electronic energy calculations

on the N - 1 and N electron systems at the neutral geometry

I = EN-1 - EN and all energy quantities have to be calcu-

lated by continuum approximations, such as the local

exchange–correlation functionals (GGA) to avoid integer

discontinuities. Nevertheless, it has been observed that

expression (7) does still work reasonably well with hybrids,

such as B3LYP [89]. The authors have shown that this

approximate method (Eq. 7) provided reasonable estimates

for the electron affinities of systems possessing metastable

anions, such as the case of CH4 with large negative experi-

mental electron affinity (-7.8 eV). We have employed

Tozer and De Proft [90] approach for computing the hardness

of the SN2 ionic complex in order to test this approximation

in a process departing from the ground-state requirement,

such as the IRP of a chemical reaction. Atomic units are

employed throughout the study except for the dipole moment

(Debye) and the geometrical parameters (Angstroms).

3 Results and discussion

The electronic structure calculations performed in the

present study were carried out with the Gaussian 03 suite of

programs [91]. Reported TS geometrical parameters for the

abstraction [92], and the SN2 exchange reactions were

employed [31]. Internal reaction coordinate (IRC) calcu-

lations [93] were performed at the MP2 (UMP2 for the

abstraction reaction) level of theory with at least 35 points

for each one of the reaction directions (forward/reverse) of

the IRC path. Then, a high level of theory and a well-

balanced basis set (diffuse and polarized orbitals)

were chosen for determining all the properties for the

chemical structures corresponding to the IRC path. Thus,

the QCISD(T) method was employed in addition to the

6-311??G** basis set, unless otherwise be stated. The

hardness and softness chemical parameters were calculated

by use of Eqs. 6 and 7 and the standard hybrid B3LYP

(UB3LYP for the abstraction reaction) functional [89].

Molecular frequencies corresponding to the normal modes

of vibration depend on the roots of the eigenvalues of the

Hessian (its matrix elements are associated with force

constants) at the nuclei positions of the stationary points.

We have found illustrative to calculate these values for the

normal mode associated with the TS (possessing one

Theor Chem Acc (2009) 124:445–460 449
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imaginary frequency or negative force constant) which

were determined analytically for all points of the IRC path

at the MP2 (UMP2 for the abstraction reaction) level of

theory [91]. The molecular information entropies in posi-

tion and momentum spaces for the IRC path were obtained

by employing software developed in our laboratory along

with 3D numerical integration routines [94, 95], and the

DGRID suite of programs [96]. The bond breaking/forming

regions along with electrophilic/nucleophilic atomic

regions were calculated through the MEP by use of

MOLDEN [97].

3.1 Radical abstraction reaction

The H� þ H2 ! H2 þ H� is the simplest radical abstraction

reaction involving a free radical (atomic hydrogen in this

case) as a reactive intermediate. This kind of reaction

involves at least two steps (SN1 like): in the first step a new

radical is created by homolysis and in the second one the

new radical recombines with another radical species. Such

homolytic bond cleavage occurs when the bond involved is

not polar and there is no electrophile or nucleophile at hand

to promote heterolytic patterns. When the bond is made,

the product has a lower energy than the reactants and it

follows that breaking the bond requires energy. Evidence

will be presented elsewhere (Esquivel RO, Flores-Gallegos

N, Iuga C, Carrera E, Angulo JC, Antolı́n J, unpublished)

which shows that the two-step mechanism observed for this

type of reaction is completely characterized by an asyn-

chronous behavior but yet ‘‘concerted’’.

Our calculations for this reaction were performed at two

different levels, the IRC was obtained at the UMP2/6-311G

level and all properties at the IRC path were obtained at the

QCISD(T)/6-311??G** level of theory. As a result of the

IRC, 72 points evenly distributed between the forward and

reverse directions of the reaction were obtained. A relative

tolerance of 1.0 9 10-5 was set for the numerical inte-

grations [94, 95].

In Fig. 1, the energy profile for the process is depicted,

which shows the symmetric behavior of the IRC path.

Also, in Fig. 1 we have depicted the entropy sum, which

shows the exact opposite behavior as that of the energy,

i.e., the TS represents a chemical structure with a localized

density in the combined space of position and momentum

(dual or phase space), which corresponds to a more delo-

calized position density with the lowest kinetic energy

(more localized momentum density) among all the struc-

tures at the vicinity of the IRC path (see below). In this way

the saddle point might be characterized by IT in the

entropy hyper-surface.

The Shannon entropies in position and momentum

spaces for the abstraction reaction are depicted in Fig. 2 in

order to characterize its critical points at the IRC path by

use of several density descriptors discussed below. At first

glance, we may note from Fig. 2 that the position entropy

possesses a local maximum at the TS and two minima at its

vicinity, whereas the momentum entropy possesses a

minimum at the TS with two maxima at its vicinity, hence

we observe that both quantities behave in opposite ways,

i.e., the Shannon entropy in position space shows larger

values toward the reactant/product complex (H�a � � �H�Hb

and Ha�H � � �H�b) and tends to decrease toward the TS

region. In contrast, the momentum entropy increases as the

intermediate radical (H�a) approaches the molecule, reach-

ing maxima at the vicinity of the TS. This behavior is

interpreted as follows: the position entropy values are

smaller at the vicinity of the TS region as compared with

the ones at the reactive complex region (toward reactants

and products) since the densities of the chemical structures

are globally more localized at the TS region (see Fig. 1 in

connection with the entropy sum), which is the zone where
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the important chemical changes take place. On the per-

spective of the momentum entropy, we may note that it is

minimal at the TS which is linked to a more localized

momentum density possessing the lowest kinetic energy

value (maximum at the potential energy surface). At the

reactive complex regions, momentum entropy values are

larger than the TS one and therefore the corresponding

kinetic energies are larger too, hence reproducing the

typical potential energy surface shown in Fig. 1.

In Fig. 3, the bond distances between the entering/

leaving hydrogen radicals and the central hydrogen atom

are depicted. This clearly shows that in the vicinity of the

TS a bond breaking/forming chemical situation is occur-

ring since the Rin is elongating at the right side of the TS

and the Rout is stretching at the left side of the TS. It is

worth noting that the chemical process does not happen in a

concerted manner, i.e., the homolytic bond breaking occurs

first and then the molecule stabilizes by forming the TS

structure which is clearly observed in the Fig. 3. As the

incoming radical approaches the molecule the bond breaks,

at the same location where the position entropy is mini-

mum and the momentum entropy is maximum, then the TS

is reached and the new molecule is formed afterwards. This

is in agreement with the discussion above with regards to

the two-step mechanism characterizing this reaction.

Next, we would like to test the non-polar bond pattern

characteristic of homolytic bond-breaking reactions which

should be reflected through the dipole moment of the

molecules at the IRC path (note that the origin of the

coordinate system is placed at the molecules’s center of

nuclear charge). This is indeed observed in Fig. 4, where

these values along with the ones of the momentum entropy

are depicted for comparison purposes. At the TS the dipole

moment is zero, and the same is observed as the process

tends to the reactants/products in the reaction path,

reflecting the non-polar behavior of the molecule in these

regions. However, it is also interesting to observe from this

property, how the molecular densities get distorted,

reaching maximal values at the vicinity of the TS, where

the position entropies are minimal, i.e., at the bond-

breaking/forming regions the complex exerts its largest

distortion, where the position density is more localized.

Once more, we may observe from Fig. 4 that the energy

reservoirs for the bond cleavage occur earlier (or later

depending on the direction of the reaction) at the IRC path

as observed from the maxima of the momentum entropies.

We will refer to these chemical regions as to bond cleavage

energy reservoirs (BCER) in what follows.

In Fig. 5 the eigenvalues of the Hessian for the normal

mode associated with the TS along the path of the reaction
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are depicted along with the momentum entropy values for

comparison purposes. These Hessian values represent the

transition vector ‘‘frequencies’’ which show maxima at the

vicinity of the TS and a minimal value at the TS. Several

features are worth mentioning, the TS corresponds indeed

to a saddle point, maxima at the Hessian correspond to high

kinetic energy values (largest ‘‘frequencies’’ for the energy

cleavage reservoirs) since they fit with maximal values in

the momentum entropy profile, and the Hessian is minimal

at the TS, where the kinetic energy is the lowest (minimal

molecular frequency) and it corresponds to a minimal

momentum-entropy value. So it seems viable that the

momentum entropy resembles the behavior of the TS

vector.

The chemical reactivity behavior might be analyzed

through density descriptors, such as the hardness and soft-

ness. In Fig. 6 we have plotted the values for the hardness

along with the momentum space entropy for comparison

purposes. From a DFT conceptual point of view we may

interpret Fig. 6 as that chemical structures at the maximal

hardness (minimal softness) values possess low polari-

zability and hence are less propense to acquire additional

charge (less reactive). According to considerations dis-

cussed above, these structures are found at the BCER

regions, i.e., they are maximally distorted, with highly

localized position densities (minimal position entropies, see

Fig. 2, and maximal dipole moment values, see Fig. 4). In

contrast, hardness values are maximal at the reactant/

product complex regions which correspond with delocal-

ized position densities with null dipole moments, hence

they are more prone to react (more reactive). At the TS, a

local minimum for the hardness may be observed, then it is

locally more reactive and leaning to acquire charge since its

dipole moment is null. Accordingly, the TS structure is

more relaxed and with a more delocalized density.

Since the results above might be affected by the effect of

basis set we have performed a sensitivity analysis of the

theoretic-information measures wherein 30 different basis

sets were tested (presented elsewhere). We have observed

that the qualitative structure of the entropies do not change

significantly, which is shown in Fig. 7 where we present

calculations at the MP2 level of theory for six different

basis sets of the Pople [91] type to support the observations

above.

3.2 Hydrogenic identity SN2 exchange reaction

Continuing with our study we choose a typical nucleophilic

substitution (SN2) reaction since its chemical process

involves only one step in contrast with the two-step SN1

reaction. In the anionic form, the SN2 mechanism can be

depicted as Y- ? RX ? RY ? X-, which is characterized

by being kinetically of second order (first order in each of

the reactants; the nucleophile Y- and the substrate RX,

where X- is the nucleofuge or leaving atom). For identity

SN2 reactions X = Y. It was postulated that the observed

second-order kinetics is the result of passage through the

well-known Walden inversion transition state, where the

nucleophile displaces the nucleofuge (leaving group) from

the backside in a single-concerted reaction step. Evidence

will be presented elsewhere (Esquivel RO, Flores-Gallegos

N, Iuga C, Carrera E, Angulo JC, Antolı́n J, unpublished)

which shows that the one-step mechanism observed for this

type of reaction is indeed characterized by its synchronous

and concerted behavior.

The H�a þ CH4 ! CH4 þ H�b represents the typical

identity SN2 reaction and we proceed with the calculations
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as follows: since diffuse functions are important to ade-

quately represent anionic species [39], we have performed

calculations for the IRC at the MP2/6-311??G** level of

theory, which generated 93 points evenly distributed

between the forward and reverse directions of the IRC.

Then, all entropies and geometrical parameters at the IRC

path were calculated at the QCISD(T)/6-311??G** level

of theory which has been reported to be adequate for this

kind of reactions [28]. A relative tolerance of 1.0 9 10-5

was set for the numerical integrations unless otherwise be

stated [94, 95].

A comparison between the information entropies and the

energy is shown in Fig. 8, wherein the entropy sum is

depicted. The general observation is that both quantities

behave in an opposite manner, although the entropy sum

shows much more structure at the vicinity of the TS region

as compared to the energy profile. It is important to men-

tion that despite the entropy sum is very sensitive to

changes in the densities (particularly the momentum den-

sity), as it may be observed from Fig. 8, we have verified

through sensitivity analyses not reported here, that the

entropy sum may be characterized by four different regions

which are present beyond the inherent numerical instabil-

ities of the integration algorithms or theoretical consider-

ations, such as electron correlation or basis set effects.

Hence, we distinguish three minima (one at the TS), two

maxima and a significant change of curvature in between

these critical points. Thus, toward the reactants/products

we see larger values for the entropy sum (smaller energy

values) which means that the corresponding complex ionic

structures possess more delocalized structures in the joint

space. At the TS we find the typical energy barrier (energy

maximum) and a minimum for the entropy, which means

that the TS structure is much more localized (in the joint

space) than the reactant/product complex. Interestingly,

two wider minima are found at the TS vicinity of the

entropy sum at around |RX| & 1.5–1.8 (at the forward/

reverse side of the reaction), the origin of this zone will be

analyzed below. Apparently, the chemical structures at

these regions possess highly localized densities (in the

combined space) as the TS structure does. Besides, two

local maxima are found at the neighborhood of the TS, at

around |RX| & 0.6–0.7, which correspond to structures

with more delocalized densities (in the joint space) as

compared with the TS. Moreover, it is apparent from Fig. 8

that the entropy sum possesses more structure between the

minima and maxima above described, at around

|RX| & 0.9–1.2, where a change of curvature is observed.

The nature of the richer structure observed for the entropy

sum (as compared with the energy), deserves to be

explained and it will be revealed through the position and

momentum entropies (depicted in Fig. 9), along with other

results for several descriptors of the densities presented

below.

The Shannon entropies in position and momentum

spaces for the exchange reaction have been analyzed

elsewhere to describe the SN2 reaction mechanism

(Esquivel RO, Flores-Gallegos N, Iuga C, Carrera E,

Angulo JC, Antolı́n J, unpublished). In this work, we have

reproduced these measures in Fig. 9 in order to charac-

terize the critical points at the reaction path by utilizing

several density descriptors discussed below. From Fig. 9,

we note that Shannon entropies in position and momentum

spaces show a TS structure which is characterized by a

delocalized position density and a localized momentum

density, i.e., corresponding with a structurally relaxed

structure with low kinetic energy. In contrast, as compared

with the TS, the reactive complex toward reactants/prod-

ucts show more localized position densities with less
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localized momentum densities, i.e., the chemical structures

at these regions are structurally distorted and posses more

kinetic energy as compared with the TS. At the vicinity of

the TS, at around |RX| & 1.7, critical points for both

entropies are observed, minima/maxima for the position/

momentum entropies, respectively. Thus, ionic complex at

these regions characterize position densities which are

highly localized and with highly delocalized momentum

densities and high kinetic energies. At first glance, it seems

likely that these regions correspond with BCER, where

bond breaking may start occurring. It is interesting to note

that BCER seem to be characterized by the entropy sum

through the minima observed at the same region (see

Fig. 8). Two more features that are worth noting is that

both entropies show inflection points at |RX| & 1.0 and

maxima at |RX| & 0.5, regions where the entropy sum

shows more defined structure, change of curvature and

maxima, respectively (see Fig. 8). We will come back later

to these observations in connection with other properties.

To support our observations above we find instructive to

plot the distances between the incoming hydrogen (Ha) and

the leaving hydrogen (Hb) in Fig. 10. Distances show the

stretching/elongating features associated with the bond

forming/breaking situation that we have anticipated before.

In contrast with the previous analyzed abstraction reaction,

the SN2 reaction occurs in a concerted manner, i.e., the

bond breaking/forming starts taking place at the same time,

in a gradual and more complicated manner as we explain

below. An interesting feature which might be observed

from Fig. 10 is that whereas the elongation of the carbon–

nucleofuge (C–Hb) bond (Rb) changes its curvature sig-

nificantly at RX & -1.7 (forward direction of the reaction)

the stretching of the nucleophile–carbon (Ha–C) bond (Ra)

does it in a smooth way, posing the argument that bond

breaking is occurring first, due to the repulsive forces that

the ionic molecule exerts as the nucleophile approaches

which provokes the breaking of the carbon–nucleofuge to

happen as the molecule starts liberating its kinetic energy

(decreasing of the momentum entropy). In this sense is that

the reaction occurs in a concerted manner, i.e., the bond-

breaking/dissipating-energy processes occurring simulta-

neously. At the near vicinity of the TS, around RX & -0.3,

we observe small changes for both interatomic distances

revealed through minima in Fig. 10 (amplified picture),

where it is apparent that repulsive forces occur at the TS.

We will provide with more evidence of this effect below.

Moreover, in Fig. 11 we have plotted the internal angle

between Ha–C–H along with the Shannon entropy in

position space for comparison purposes. Thus, the internal

angle shows clearly that the molecule starts exerting the so

called ‘‘inversion of configuration’’ at around RX & -1.7,

where the nucleophile starts displacing the nucleofuge

from the backside in a single concerted reaction step. This

starts occurring at the BCER regions (see above).

The SN2 reaction is an excellent probe to test the polar

bond pattern characteristic of heterolytic bond-breaking

(with residual ionic attraction because of the ionic nature of

the products) which should be reflected through the dipole

moment of the molecules at the IRC path (note that the

Fig. 10 Shannon entropy in momentum space (solid line) and the

bond distance Ra (dotted line), corresponding to the Ha–C distance,

and Rb (dashed line) corresponding to the (C–Hb) distance for the IRC

path of the SN2 reaction. In the side frame: detail of the minima

observed for the bond distances at RX & -0.3. Distances in

Angstroms
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origin of the coordinate system is placed at the molecules’s

center of nuclear charge). This is indeed observed in

Fig. 12, where these values along with the momentum

entropy values are depicted for comparison purposes. At

the TS the dipole moment is zero showing the non-polar

character of the TS structure with both nucleophile/nucleo-

fuge atoms repelling each other evenly through its carbon

bonding. At this point the momentum/position entropies

are minimal/maximal reflecting the low kinetic energy

feature of the chemically relaxed TS structure. As the

reactive complex approach the reactants/products region

the dipole moment increases monotonically reflecting the

polar bonding character of the ionic complex with a sig-

nificant change of curvature at the TS vicinity at around

|RX| & 1.0 (a change of curvature was already noted for all

entropies at the same region). In going from reactants to

products it is evident that the inversion of the dipole

moment values reflects clearly the inversion of configura-

tion of the molecule (this reaction starts with a tetrahedral

sp3 carbon in the methyl molecule passing through a tri-

gonal bipyramid structure and ends with a tetrahedral sp3 in

the product), which is an inherent feature of SN2 reactions.

It is also interesting to observe from the depicted property,

how the molecular densities get distorted, reaching its

largest deformation at the reactant/product regions, where

the momentum/position entropies are larger/smaller than

the TS, reflecting more tense structures with higher kinetic

energies. Furthermore, we may observe from Fig. 12 that

the BCER occur earlier in the forward direction of the

reaction (at around RX & -1.7) than the more acute

deformation of the complex occurring at around RX &
-1.0. This may be simply interpreted at the light of the

observations above in terms of the onset in which bond

breaking occur. As the nucleophile approaches the mole-

cule kinetic energy is collected so as to fill the BCER due

to the ‘‘collision’’ caused by the electrostatic repulsions of

the nucleophile and the methyl molecule at RX & -1.7.

Next, as the reaction progresses, the accumulated energy at

the BCER provide with the power for breaking the carbon–

nucleofuge bond. In this manner, by utilizing observations

of Figs. 10 and 11, we come across with an explanation for

the change of curvature at around RX & -1.0 (in the for-

ward direction) observed for all entropies in that it is due to

a bond-breaking process.

To provide with more evidence of the bond breaking

region at around RX & -1.0 we found illustrative to

include the hardness values of the IRC path in the analysis,

which is depicted in Fig. 13. It is interesting to observe

from it the similarities between the hardness behavior and

the one for the dipole moments of the reaction path in that

both show largest values toward the reactant/product

regions and minima at the TS, except for the observation

that hardness possesses minima at the BCER regions. The

interesting feature that we may comment from Fig. 13 is

that the TS seems to be associated with a highly unstable

structure since it has the lowest hardness (largest softness),

i.e., the TS structure is highly polarizable as compared with

the chemical species in the reaction path. Also, it may be

observed from Fig. 13 that the reactive complex toward the

reactant/product regions possess the largest hardness

(lowest softness), which corresponds to highly stable

molecules. Also interesting is to associate chemical sig-

nificance to the BCER regions which show ‘‘hardness

basins’’ that we interpret as to chemically metastable

regions, energetically reactive and structurally stable,

judging by the corresponding informational interpretation

of the BCER discussed above. As the reaction progresses

(in the forward direction) the hardness suddenly drops,

falling into a well, where the energy is liberated to break

the bond and, thus, forming a chemically reactive molecule
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(highly polarizable structure) at the TS. So that, hardness is

able to detect the BCER regions as well as the TS.

We have found interesting to use the SN2 reaction as a

probe for computing the hardness of the ionic complex at

the reaction path of the SN2 reaction in order to test Tozer

and De Proft approximation [89] in a process departing

from the ground-state requirement of DFT. In Fig. 14, a

comparison of the hardness values obtained with Eqs. (6)

and (7) are shown, which indicate that whereas the quali-

tative features are maintained, the numerical values change

significantly. We may note also that the chemically meta-

stable regions associated with the BCER mentioned above

decay more rapidly into the TS well. A more elaborated

study of the Tozer and De Proft approximation has been

initiated in our laboratory in order to analyze the effects of

several GGA functionals along with different bases (this

will be presented elsewhere).

The eigenvalues of the Hessian for the normal mode

associated with the TS along the IRC path are depicted in

Fig. 15 along with the momentum entropy values, which

are shown for comparison purposes. As it may be observed

from Fig. 15, the Hessian values show maxima at the

BCER and reach their minimal value at the TS. The former

might be associated with high kinetic energy values (high

vibrational frequencies) as compared to maximal values in

the momentum entropy profile. The TS at the saddle point

is associated with a low kinetic energy structure at the

minimal molecular frequency value of the Hessian profile.

It is interesting to note the resemblance between the

momentum entropy profile and that of the TS vector.

To further support the above mentioned observations we

can witness the physical process of bond breaking/forming

through the contour values of the MEP at several stages of

the SN2 reaction in the plane of the Ha–C–Hb atoms which

are depicted in Figs. 16 through 19. We may observe from

Fig. 16 the initial step of the bond breaking process for the

leaving hydrogen Hb at RX & -1.5 (forward direction), by

noting that this particular atom is losing bonding charge

(developing positive MEP and hence gaining electrophilic

power) as it leaves. This is in contrast with the entering

hydrogen which possesses the nucleophilic power of an

hydride ion (enclosed by negative MEP).

It is also interesting to note that the remaining attached

hydrogen atoms (shown in Figs. 16, 17, 18, 19 on the left

side of the plane) possess the expected electrophilic nature

(enclosed by positive MEP) of the molecular bonding

environment although its ‘‘philic’’ nature barely change. In

Fig. 17, at RX & -0.9 in the forward direction of the

reaction, the C–Hb bond cleavage has finished as the Hb

atom loses bonding power (enclosed entirely by positive

MEP/maximum electrophilic power), whereas the nucleo-

philic hydrogen Ha (enclosed by negative MEP) is about to

form a new bond by losing charge (developing positive

MEP/electrophilic power).

Then, the necessary charge transfer between the nucleo-

philic atom Ha and the leaving hydrogen Hb starts occur-

ring at RX & -0.6 in Figs. 18 and 19 (forward direction)

as the former develops positive MEP (gaining electrophilic

power) and the nucleofuge forms negative MEP (gaining

nucleophilic power). At this reaction stage it is readily

apparent that the molecular bond forming process has

already started.

Figure 19 shows the repulsive effect we mentioned

before in connection with the interatomic distances

(Fig. 10) by noting that the leaving atom Hb is gaining

nucleophilic power (negative MEP). The TS state which is

not depicted shows a half and half electrophilic/nucleo-

philic character among the atoms, where the charge is

evenly distributed throughout the molecule.
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Therefore, according to the evidence we have presented

we may summarize the process in the following manner: as

the nucleophile approaches the molecule, repulsive forces

between the incoming and leaving hydrogens start to

accumulate energy into the BCER regions, then the energy

is dissipated through the bond-breaking process of the

Fig. 16 The MEP contour lines in the plane of Ha–C–Hb (Ha stands

for the nucleophilic atom and Hb is the nucleofuge, on bottom and

top, respectively) showing positive MEP (nucleophilic regions) and

negative MEP (electrophilic regions) at RX & -1.5 for the SN2

reaction

Fig. 17 The MEP contour lines in the plane of Ha–C–Hb (Ha stands

for the nucleophilic atom and Hb is the nucleofuge, on bottom and top,

respectively) showing positive MEP (nucleophilic regions) and

negative MEP (electrophilic regions) at RX & -0.9 for the SN2

reaction

Fig. 18 The MEP contour lines in the plane of Ha–C–Hb (Ha stands

for the nucleophilic atom and Hb is the nucleofuge, on bottom and top,

respectively) showing positive MEP (nucleophilic regions) and

negative MEP (electrophilic regions) at RX & -0.6 for the SN2

Fig. 19 The MEP contour lines in the plane of Ha–C–Hb (Ha stands

for the nucleophilic atom and Hb is the nucleofuge, on bottom and top,

respectively) showing positive MEP (nucleophilic regions) and

negative MEP (electrophilic regions) at RX & -0.3 for the SN2

reaction
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leaving hydrogen, up to a point where the bond breaks and

the incoming hydrogen (nucleophile) starts transferring

charge and hence forming a new bond at the onset of the

TS region. At the near vicinity of the TS a repulsive effect

starts occurring between the nucleophile/nucleofuge atoms.

The final remark is that all of the above observed phe-

nomena are revealed by the Shannon entropies, note in

particular the structure of the entropy sum which might be

completely associated with the chemical phenomena

occurring in the chemical reactions.

4 Conclusions

Throughout this study we have been able to assess the

utility for the theoretic-information measures of the Shan-

non type to characterize elementary chemical reactions.

The TS region of both the chemical reactions was detected

and a plausibility argument of the connection between the

TS and the Shannon entropies was provided and verified

numerically. Besides, through these chemical probes we

were capable to observe the basic chemical phenomena of

the bond breaking/forming showing that the Shannon

measures are highly sensitive in detecting these chemical

events. It is worth mentioning that the results of the present

study have also served the purpose of providing with evi-

dence for the phenomenological mechanistic description of

both reactions by revealing its synchronous/asynchronous

behavior (Esquivel RO, Flores-Gallegos N, Iuga C, Carrera

E, Angulo JC, Antolı́n J, unpublished).

Furthermore, the transition state of a reaction is com-

monly identified by the presence of a negative force con-

stant for one normal vibrational mode corresponding with

an imaginary frequency. However, the work of Zewail and

Polanyi [36, 37, 98] in transition state spectroscopy has led

to the concept of a reaction having a continuum of tran-

sient, a transition region rather than a single transition state.

It is worth mentioning that the results of the present study

show indeed the existence of such a region between the

BCER before and after the TS. This is in agreement with

reaction force, F(R), studies [47–50], where the reaction

force constant, j(R), also reflects this continuum, showing

it to be bounded by the minimum and the maximum of

F(R), at which j(R) = 0.

This investigation suggests that more theoretic-infor-

mation measures might be tested in order to perform a

comprehensive study of the different options. It is well

known that the Shannon entropy measure is of a global

nature, whereas the so called Fisher information is of a

local nature [99]. This is relevant in the context of chemical

reactivity. Further, statistical complexity measures have

been recently employed with success in analyzing diverse

physical properties and processes [100–105], none of this

has been tested in the context of chemical reactivity. Also,

it will be important for modern chemical reactivity to

incorporate the effects of quantum correlations (entangle-

ment) of the chemical species intervening in the chemical

process [106–109]. Investigations along the above-men-

tioned lines have been initiated in our laboratories. This

type of research might be useful for people in the quest of

developing a complementary conceptual theory of the

chemical reactivity along the lines suggested many times

by Shaik et al. [110]. The more chemically meaningful

information we can access about chemical processes, the

more reliable and accurate the theories.
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